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Video pre-training is more challenging
- Data: difficult to collect, store and manage
- Training: long and compute more hungry

Our goal:
- Efficiently adapting pre-trained image models for video tasks.

4. Ablation Study on Efficiency 

5. Results 

Comparison on Kinetics 400

Comparison on Something-Something v2

Models & source code:    
https://github.com/linziyi96/st-adapter

     

The TM? column shows whether the method includes temporal modelling.

The same ViT-B/16 with CLIP pre-training is used for all experiments.
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