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Stage-2: Curriculum Transfer (CT)
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Methods Category Button Colour Length Pattern Shape Collar Slv-­‐Len SLv-­‐shp

DDAN[1] 12.56 24.13 20.72 35.91 61.67 47.14 31.17 80.63 73.96 43.10 45.41 52.20
DARN[2] 52.55 37.48 58.24 51.49 67.53 47.70 47.77 82.04 73.72 57.61 57.79 67.29
FashionNet[3] 55.85 39.52 60.33 53.08 68.65 49.79 51.27 83.79 75.34 59.84 59.97 69.74
MTCT 65.96 43.57 66.86 58.27 70.55 51.40 58.79 86.05 77.54 64.35 64.97 75.66

Method 𝒎𝑨𝑷𝒄𝒍𝒔 𝒎𝑷𝒊𝒏𝒔 𝒎𝑹𝒊𝒏𝒔

JAN(No Adpt) 50.46 50.39 58.40
MTN(No Adpt) 51.38 51.82 60.00
MTN(UD) 58.76 60.16 70.00
MTN(FTT) 61.82 62.53 72.76
MTCT 64.35 64.97 75.66

Method 𝒎𝑨𝑷𝒄𝒍𝒔 𝒎𝑷𝒊𝒏𝒔 𝒎𝑹𝒊𝒏𝒔

End-­‐to-­‐End 62.30 63.00 73.37
Curriculum 64.35 64.97 75.66

Method 𝒎𝑨𝑷𝒄𝒍𝒔 𝒎𝑷𝒊𝒏𝒔 𝒎𝑹𝒊𝒏𝒔

TripletRanking 62.60 63.45 73.83
t-­‐STE 64.35 64.97 75.66

Ø Comparison to the State-of-The-Arts

Ø MTN and Transfer learning Ø End-to-End vs. Curriculum Transfer learning

Ø Different cross-domain loss functions
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Ø Model Robustness vs. target data size
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Attribute order from top to bottom: Category, Button, Colour, Length, Pattern,  Shape, Collar, Slv-Len, Slv-Shape

parameters from the source MTN. In this way, the attribute
information is transferred from source to target domain.
CT Learning Stage-2: Hard Model Learning and Trans-
fer. We build on Stage-1 to transfer harder cross-domain
pair relational knowledge and perform incremental learn-
ing on harder target data. This is achieved by construct-
ing a three-stream MTN (3MTN) architecture consisting of
two identical copies of the source MTN network and the
target MTN obtained from Stage-1 (Figure 2(b)), taking as
input cross-domain image triplets in the form of “{Target
It, Positive Source Ips, Negative Source Ins}” where Tar-
get It and Positive Source Ips are of the same clothing (ob-
tained from the cross-domain pairing labelling), whereas
Target It and Negative Source Ins are of different clothing
items. We require that feature similarity value between Tar-
get and Positive Source is greater than that between Target
and Negative Source simultaneously. To this end, we con-
sider the learning-to-rank approach to model optimisation
and exploit the t-distribution Stochastic Triplet Embedding
(t-STE) loss function due to its strength in discovering un-
derlying data structure [53]:

lt-STE =

X
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where ↵ denotes the freedom degree of the Student kernel;
� = � (1+↵)

2 ; ft(·) and fs(·) refer to the feature extraction
function for the target and source MTN respectively, that is,
the vectorised feature maps of the conv5 layer used as the
sample feature in each stream (Figure 2(b)).

Concurrently, we learn all FC layers of each attribute-
specific branch in the Target stream with the Softmax loss
for obtaining the final attribute recognition model (Figure
2(b)). In practice, we found that fine-tuning FC layers in
the source stream helps due to the mutual benefits between
the two domains. As a result, all layers are frozen except
conv5 of the Target MTN stream and all FC layers of both
streams during the CT Stage-2 learning.

Clothing Attribute Recognition: Our learning aim is to
obtain an optimised target MTN model for attribute recog-
nition in-the-wild. This is achieved during model train-
ing by learning a source MTN for extracting and transfer-
ring localised attribute information, followed by optimising
a 3MTN for transferring cross-domain pairing knowledge
and adapting the target MTN to data from the wild. Dur-
ing model deployment, we solely utilise the target MTN for
fine-grained clothing attribute recognition on unconstrained
images. In the next section, we shall demonstrate the effec-
tiveness of the proposed model when compared against the
state-of-the-arts.

4. Experiments
4.1. Dataset and Evaluation Protocol

We utilised the Cross-Domain (X-Domain) clothing at-
tribute dataset [8] for our comparative evaluations2. Specif-
ically, this X-Domain dataset contains two different image
source domains: (1) The shop domain, online stores such as
Amazon.com and TMall.com; (2) The street domain where
consumer images are available.

Specifically, there are 245, 467 shop images each associ-
ated with web meta-data including  9 attribute/value pairs.
These nine fine-grained clothing attributes are: category,
button, colour, length, pattern, shape, collar, sleeve-length
(slv-len), sleeve-shape (slv-shp). There may be varying
numbers of optional values for different attributes, rang-
ing from 6 (slv-len) to 55 (colour) and a total of 178 dis-
tinct values over all attributes. Therefore, these clothing at-
tributes are rather fine-grained, possibly with subtle visual
appearance dissimilarity between different attribute values,
e.g. Woollen-Coat versus Cotton-Coat. Note that these at-
tribute data were webly annotated at the image-level and
thus weakly-supervised with no specified attribute location.

We also have 46, 769 street images from customer re-
views of a proportion of shop image webpages. Among
these 46, 769 in-the-wild images, there are 14, 186 cross-
domain pairing with the shop images. The remaining
231, 281 (245, 467 � 14, 186) shop images are non-paired.
In our evaluations, we consider the shop and street domains
as the source and target domains, respectively.
Evaluation Protocol. On our copy of the X-Domain
dataset, we performed the following data partition for cross-
domain attribute recognition evaluation. For the shop do-
main, we randomly selected 165, 467 images as training
data and the remaining 80, 000 as test images. For the street
domain, 36, 769 were randomly selected for training and
10, 000 for test.

For quantitative evaluation, we adopted both per-class
(i.e. per-attribute) and per-instance (i.e. per-image) based
metrics. For the former, we used Average Precision
(APcls) for each attribute class and mean Average Precision
(mAPcls) over all classes [8]. For the latter, we first com-
puted per-image attribute Precision and Recall, then aver-
aged both over all images to obtain mean Precision (mPins)
and Recall (mRins) [40].

4.2. Implementational Considerations

Clothing Detection. As input images are not accurately
cropped, clothing detection is necessary for reducing the
negative impact of background clutter. We performed
clothing detection by a customised Faster R-CNN model

2In our experiments, we collected 100% shop images of the X-Domain
dataset, but only 69% of the cross-domain pairing images were available
from the X-Domain URLs given by [8] due to commercial copyrights.
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dataset, but only 69% of the cross-domain pairing images were available
from the X-Domain URLs given by [8] due to commercial copyrights.

Ø Cross-domain loss function

A qualitative evaluation of MTCT

Ø Problem
Domain transfer learning for 
recognising fine-grained multi-label 
clothing attributes in the street (wild) 
given limited training data.

Ø Limitation of Existing Methods
• Hand crafted features.
• Single task deep learning for multi-label recognition.
• Lack of end-to-end cross domain transfer learning.

Ø Contributions
• Novel Multi-Task Curriculum Transfer (MTCT) deep learning strategy.
• Effective Multi-Task Network (MTN) for learning from sparse target data.

Overview of method
Ø Clothing detection

Faster R-CNN[4] for clothing detection

Ø Stage1: Shop domain (clean)
Pretrain MTN on ImageNet and train on
shop images.

Ø Stage 2: Street domain (wild)
Initialize 3MTN by shop domain images
trained model and then fine-tune FC
layers using cross-domain triplet
information for transfer learning

SHOP DOMAIN

Ø MTN
A three-layer branch for 
learning specifics of each 
attribute category, with 
shared learning of generic 
features in conv layers.

STREET DOMAIN
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*No Adpt: without adaptation
*UD: United domains *FTT: Finetuning on the target domain
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